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This paper presents the results of a set of Monte

j Carlo computat ions designed to show thc general behavior

of the efficiency of probabilistic information retrieval

systems as a function of human-variability noise. The total

amount of noise, the combination of noise produced in in-

dexing documents and in formulating requests, is the indepen-

dent variable. The effect of noise is measured by the

fraction of the file that must be retrieved in order to ob-

tain the document that in the absence of noise would be

retrieved first. Computations are made for an idealized

system in which the index and request vectors are normalized

and have uniform distributions; however, the method could

accommodate other distributions. The results show how, for

a fixed amount of noise, the depth of file search decreases

with increasing numbers of index categories for each con-

stant ratio of terms specified in the query to index cate-

gories in the space. Also, for a fixed number of index

categories, the way in which the fraction of file searched

decreases with the number of index terms in the query is

shown.
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INTRODIUCT I ON

Probabilistic indexin,, techniques as first in-

troduced by >laron and Kuhns [1] are capable of a wider

variety of respunss than Boolean systems. In a probabilistic

retri eval sy'ste•M each dCcuMnct D. is assigned an index

vector V. whose elements quantifv the degree to which each1

index term describes the document. Likewise, request vec-
tors describe information needs in terms of the same index

space. The relevance of an)y document D. to a request R is

then a function of Vi and R, and the response to a request

is an ordering of the documents according to their rele-

vance to that request.

The probabilistic system allows the elements

v.i of the index vector V.1 and the elements rk of the re-
1) i 1

quest vector R to take on an), value in the range (0,1).

Thus a relevance measure such as r=Vi R (suitably normalized)

associates relevance with the intuitive concept of distance

between document and request in Euclidean space. Stiles [2]

and Shumway [3] further expand the range of probabilistic

techniques by introducing clustering, the grouping of in-

dex terms by statistical association of the indexed docu-

ments. Jones and Needham [4] demonstrate a system based

upon matching request and document groups.

In the present paper, we consider the effect of

human variability noise in the generation of index and re-

quest vectors upon the efficiency of probabilistic retrieval

systems.
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I De fin iti on of the Prob leIn

Let 1) be an arbitrary document vith index vector

IV. Because of indexing noise, it is assigned the index

vector Vn instead. A user has an information need that is

jexactly satisfied by the document 1. lie should therefore

express his need by the request vector R, where ideally

R=V, but because of request noise, he specifies Rn instead.

The retrieval system ranks each document D. in the file
1

according to the value of the inner product V nR of its
1

index vector Vn with the request vector Rr. In the absence1

of noise, the desired document D would have been ranked

first, but with noise present, it may well be outranked by

other documents. The purpose of the computations here re-

ported is to investigate how the ranking of D is affected

by the amount of noise as measured by the inner product

r = Rn. Vn (1)

where both index vector V"n and request vector Rn are

normalized. The effect of indexing noise and request noise

is expressed by the departure of r from the noiseless-case

value of r=l.

The Nature of the Noise

Indexing noise is the variability in assigning

an index vector to a given docucnt. To measure indexing

noise experimentally, give the same document to a number

of people for indexing, assume the mean to be the

correct inde:y vector for the document, and observe the de-

partures otr the individual index vectors from the mean.

'lThii p rccediirc, ,i es variations about the mean and ignores

arri itioins oC the nwcan which can be made small by using a

stifficiently lar,,c numbier of indexers. Similarly, request

* nc' js e x i.; t:; S •,,c 'e two peopl e wi th the same need for in -

3.
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formation de not always express the need by means of iden-

tical request vectors.

This paper reports no measurements of either in-

dexing noise or request noise; instead, the depth of file

search is presented as a function of the noise which is

measured by the angular dist.ance betw, een Vn and Rn.

Use of a Document-Generatin !istribution

In a small file it is not iirpcrtant that the

probabilistic information retrieval system perform extremely

well. If it does not, a small number of documents are ex-

amined unnecessarily. In a large file, the penalty for

poor performance is greater. The file size is therefore a

parameter affecting system effectiveness. To eliminate this

parameter, the set of documents is represented by a generating

distribution instead of a finite set. Rather than counting

the number of documents that outrank the desired document D,

that is, the number of V n for which
1

Vn.Rn "° .iRn=r (2)

the computation will estimate the probability that equation

(2) is satisfied by a Di, with index vector Vn , randomly

selected from the generatin-c distribution.

Choice of the Document -Gene r:i t in, Distribution

The ranking of docuronts that the svs*em -produces

in response to a request vocter is vnaffected if it is

multiplied by a positive sczl;i-r'. ThereCore, there is n-

loss in generality in norirmaI -ing the request vectors so

that their Euclidean lengths. the square -root of the sum

of the squares of the vector clements, are all uniity . The

request vectors are assumed ,o be no r'.' i zed in this manne1r".

4.
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I
"lhe index vectors are also assumed to be nor-

1a"111 ced. This assut!ipt ion is not innocuous; it has physi cal

:Ip. I cat ions. It implies, for example, that cvery document

is equallI\' worthy of retrieval, needing only the proper

request vector to mal:e it the first -ranked document in the

response. In particular, this assumption implies that a

docr'ment dealii.i with a wide variet, of subjects -- a hand-

book, for examrle -- is not accorded greater or lesser pro-

minence in the retrieval system than a highly-specialized

document. Under the assumption of normalization, the index

vectors may be represented geometrically in Euclidean n-

space as vectors emanating from the origin and with terminus

on the positive orthant (including boundary) of the unit

sphere -- n being, for the moment anyway, the number of

index terms. The number n is, like the noise level, a

parareter in the results presented in this paper.

It is further assumed that the index terms are

uniformly distributed over the positive orthant of the unit

sphere. This is a powerful assumption, but not as drastic

as it first sounds, for the following reason. If n is the

total number of index terms in the system, as suggested

above, the asstimption of an even distribution of index

vectors is totally unrealistic because it is known that

index ter:-s cu:ion1ly occur in clusters. But if the para-

meter n is interpreted in the results as the number of index

ters:is in one of the clusters, the assumption is less objection-

able since a desirable selection of index terms within a

clustcr is the selection giving uniform scope to each term.

'I1hC rcu tlts und.' r this interpretation show the fraction of

, S ia the cluster thalt must be retrieved to reach

th, d -a eat thalt ',..ou1d be retriee'Cd first inl a noiseless

1;V .; t , T-



I

The assumptions or normalization and uniform dis-

tribution on the index vectors are made for two reasons:

first, they provide simplification in the mathematics and

second, they do not conflict with what is known. If there

were good reason to belie ve in any other specific distribu-

tion of the index vectors, simplicity of mathematics could

be sacrificed for the salke of realism, and computations

such as those here reported could be performed using the

more realistic distribution.

The Computation Problem

As a result of the assumptions set forth above,

the problem of computing the efficiency of the retrieval

system has a simple geometric representation in n-dimensional

Euclidean space. Let S denote the n-dimensional unit sphere:

the set of points (xi,...,x.) for which

x+ +x2= 1. (3)
1* n

Let S+ represent the positive orthant of S, the set of

points satisfying (3) with

x.>_ 0 , j=l,...,n (4)

The assumptions on the index vectors is that they are uni-

formly distributed over S+. The "'s are, of course, the

weights used in the index and request vectors.

Let 0 be the origin, the center of the unit sphere

S, and let P ano Q denote any points on S. Then the angle

POQ is called the angular distance bet',een P' and Q.

Let M(O/Z) denote the meeasure, the (n 1)-dinmun-

sional ''area", of those points that arc both in ,+ and wilhin

angular distance A of Q, where Q is an arlMitmrirv point in

6.
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I
S+. f M•S) is the ma;isur'e of S+, then the rat

51 grýT) (5)

is the urt ct ion oC doctiri ,nts , in the index-tcrm cluster re-

p1)c s L': t, d ,v S , within lalngular distance G of Q; it is the

Ira c t iin of the doc nients o .hose (inner product) relevance

fill" Ir r %.. i th respect to a request vector Q is at least

r = cosG.

If -. is allow J to range with uniform distribution over S+,

the 1eCn value of tile ratio (5) is the average fraction of

doc Iic:.t s thait would have to be retrieved to insure finding

a~l I dect'ents dislplaced by angular distance 0 from the

position of the request vector as a result of noise effects.

But Uni form distribution of Q over S+ is un-

neck ssa,.ri " restirictive, therefore, there is introduced

anothe r pararetcr k, the number of non-zero index-term

weight s in tile request vector Q, where k_<n. For example,

if n=S and k=! , the request vectors are of the form

CX1 . . . , wher eI

x +X+_+X = 1, ab/bc/d (6)
'a½ c *d

ho].! '. :Ce a , c , and d are any four dif ferent selections

r•" ½< ei 9 " nU; hers (1 , . . , 8) ,the other four weights being

,. icc i* the results it does not matter which k of the

n .�~. 1 : 1 T le n' 0 - -. e Io , i t wi be assumed hence forth that

X. ..... .N. :1.1v 1 11011 n el'O i']ts and x k+11 ... ,x are Zero.

n• t1...:,: ult i,, , le re rpepoi-ted, the request vectors Q arc

-: . O ,1t,, i,;. i,' r•',l" v istiributed o eor the positivxe orthant

7.
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I : 1
X2+...+ 2 = 1. (7)

SLet T denote the distribution of Q-vectors just

described, and let 7(1-/T) denote the mean of %'(G/Q) over T.

Then the ratio

M(S+) (8)

is the average fraction of documents that would have to

be retrieved, under the assumptions of the computation, to

reach a document displaced by noise effects through an angular

distance O from an initial position coincident with the re-

quest vector. Of course, if a more realistic distribution

T were Lnov.n for the request vectors, it could be used in

the ratic (8) in place of the uniform distribution presently

used.

The Appendix presents the details of the com-

putational procedure used. The program to perform this com-

putation has not been included, but is available.

Results

The results of the Monte Carlo computations are

presented as the curves of Figures 1 through 4. These

curves plot the fraction F(r) of the subfile that must be

searched against the relevance number

r=cos 9 (9)

wh e re

P (r) - M~T
M'(s+) (10)

as in (3).

8.
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To summari ze the meaning of the curves: if there

is a document 1) that exactly matches the user's information

nCe,,s but, t, bIcause of indexing noise and request noise, the

actual index vector for 1) and the actual request vector are

at anZL z"Ir diStanfCC 0 apart, F(r) is the fraction of the sub-

file that must he searched, on the average, before the user

finds ). "Subfilo" here means the portion of the file that

deals with the cluster of index-terms into which D falls.

The naramet-ers n and k are, respectively, the number of

index-terms in the cluster and the number of those index-

terms that occur with non- zero weight in the request vector,

k:5 n.

The 'lonte Carlo sample sizes used were inadequate

for reliable determination of F(r) for large O; the portions

of the curves shown dotted are extrapolations.

The curves clearly show how, for fixed values of

the ratio k/n, the fraction of the file that need be searched

for a given valuc of 9 decreases with increasing values of n,

the nuiber of index-terms in the cluster. However, it is to

le expected that the human indexing noise represented by -

increases with n, and does so possibly fast enough to out-

weigh the decrease shown for a fixed 9. Comparison among the

four fi gures shows how, for fixed n, the fraction of the file

that must he searched decreases with k, the number of index-

terms used in the query; that is, with the degree of

spc'ci.a lization of the document within the cluster.

9.
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i Summary

The experiment considered in this paper provides

I qualitative characterization for the efficiency of pro-

babilistic information retrieval systems. Although an

idealized system has been ernployed, the methodology pre-

sented can be extended to actual systems and made highly

dependent on the particular propertics of a real data base.

With the advent of non-Boolean retrieval methodologies

over the past decaue, the need for such tools to aid in

evaluation has become apparent. It is hoped that extension

of this model to specific existing systems will be ac-

complished in the near future.
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I Anpendix - Comnutation of Fraction of Search

The Nonte Carlo computations for F(r), equation

(10), arc here briefly described.

The denominator ','(S+) of (10) is (2) times the

measure of the (n-i)-dimensional "surface" of the n-

dimensional unit sphere or, for n=2m (only even values of

n were used),

2- n 2H m
M(S+) = - , n/2 = m integral. (11)

Only the numerator 7(9/T) need be discussed.

If Q is at an angular distance greater than G
from the nearest point on the boundary of S+, then M(O/Q)

of (5) becomes

M1((;/) = Kfsin n-2 0 dO ,(12)

where 0

K = 17"-l1 2 n-1 (m-1)! , n/2 = m integral. (13)

(n-2)!

If Q is at an arbitrary distance from the boundary of S+,
0M(OiQ) = K• f(O/Q) sin n-2 0 dO (14)

where f(0/Q) is the fraction of the "ring" at angular distance

0 from Q that lies in S+. Then the desired numerator in (10)

is

1 (r/T) = KfF(0/T) Silln-2 0 d 0 (15)

where T(0/T) is the mean fraction of the rin,,, at angular

distance 0 from Q that lies in S+, averaged over the dis-

tribution T for 0.

14.



I

I
l'quivalently, *(O/T) is the mean probability,

"aver1';aLed over the distribution T, that a step of angular-

distance size A f'rei 1) in a random direction will land in

S+. Al.so e(uivalcntlv, F(O/'r) is the probability that when

a Q is dramn from T and a random direction (uniformly

distrib buted) is selected alonZ1 the surface of the unit

n-sphere at Q, the boundary of S+ is at an angular distance

of at least (A in that direction. Finally, if Q is drawn

from T and a randoo direction (uniformly distributed) is

selected alon2 the surface of the n-sphere at Q and the

angular distance in that direction to the boundary of S+

Ms measured, the cumulative distribution function of the

measured angular distance is

P(0) = 1-f(0/T),

or

T(O/T) = 1-P(0), (16)

where P(O) is the cumulatijve distribution function of the

angular distance to the boundary as just defined. This

last interpretation of T(0/T) is the one used in the Monte

Carlo computations.

First the point Q1 was drawn from a uniform dis-
tribution over the positive orthant of the k-dimensional

sphe re

x2 +...+ x = 1 (17)

a1 Col10, s: each of the = (X\ ,...,xk) was taken to be the

si1, of six independent ran',dor; niumbers unirorly distributed
over the 4iter'a (:-1 ,t.) . Each x. was therefore approxi,:ItelI-

a s!', . {'ru,, al normal 1distri bution with zero meam,. By the

m .e I *an t pr,,nrtv of norrial distrilbutions, the set (x ... Xk)

reav ;di,, a the courdinates of a k-sphbre, w'Is a sar~ple lfro-m

15.
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a k-dimensional normal distribution with spherical sy'mnetry.
The norma.] ization

_ xi
S=( 2  

* 2½' 1=1,... ,k (18)q i (x 2 x+" +
1

gave the desired K1 = (cl'''''qk)" Setting

q = 0, i=k+l, ...,n (19)

gave the Q = (ql,...,qn) as defined in connection with

equations (6) and (7).

Next, a direction along the surface of the n-

sphere from Q might be found ("might" because a more econo-

mical way is given below) by locating the point C as follows:

draw a poiný (xl, ... ,xn) from an n-dimensional normal dis-

tribution with spherical symmetry by taking each x. to beJ
the sum of six independent random numbers ev2nly distributed

over (-½,½). Compute

L = qlxl+...+qnxn, (20)

and set x.
C.- 'i=l,... ,n. (21)

QC is then tangent to the unit sphere and OQC is a right

angle, because, as may be verified,

n

i(ci - qi) = 0. (22)
i=l

llowever, if the procedure of (20), (21) and (22) is foIlcoi-ed

just as oullined, the anPular distance From Q in the dircction

of QC will be zero with prolalbilitv 1-2I , + becailso that

10,
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I
Sdistannce is :cro iF any of Xk+l, xn are negative. To

save co01nit,"tatioll, therefore, xk+l, . . . ,x were constrained

to hC puS ito uesiyet

C - ,k+l .... (23)t L

in place of part of (21. The compensation

1P(0) 1-2- n k(1-p*(0)) (24)

was app Ii cd for the distortion in the sampling represented

by (2S), where p-*(0) was the observed cumulative distribu-

tion function found using (23).

Using (16) and (24) in place of (14) gives:

-T.(q/T) = Kf O(1-p* (0,)) sinn-2 0 dO
M(/F)0(25)

0

Returning to the problem of determining p!*(0)

for cumulative distribution function of the angular distance

0 from Q to the boundary of S+ in the direction QC, consider

the point X(t) = (xl, . .. ,Xn) where

x= (l-t)qi+tci, i=l,. .,f. (26)

For t=O, X(t)=Q and for t=l, X(t)=C. The point X(t) moves

continuously from Q to C in the direction QC as t increases.

For larire enou:th t, except in unlikely special cases that

need not ho di-cussed here nor be guarded against in the com-

Pit;1tio ens, at least one of the coordinates will pass throumh

-C I10... The ý< lest pos itile VI1e of t for which this occurs

ii': K, the : oi it X on t!hc li inc (C where that line leaves the

pu.it iv o xiirhanit of the space. I'his srllaliest positive value
i s hetl. y <,lxin! the rI e'•ua ;t ens.

I_.
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0 = (1-t)qi+tci, i--1,...,n (27)

for t and noting the smallest non-negative solution. Using

this value of t in (26) gives the coordinates of X. The

resulting value of 0 is

¢ = arccos 2 (28)(x 1 +... )2'(8
1 n)

because OQX is a right angle and

cos0 - (Z9)
OX

One thousand independent sample values of

as in (28) were computed for each curve of F(r) versus r

in the plotted results. The values of 0 were ordered and

numbered such that

01 :5 2 - " " 01000 . (30)

The quadrature of (25) was approximated by a sum

in the obvious way usinq 1000 terms, the j th representi-ng

the interval -j - < O0 , with p*(0) taken equal to

(j-l)/1000 over the inte~val. Together with (11), t25)

gives the result (10) for F(r), th,' fraction of the subfile

that must be searched.

18.
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AN EXP"iR :i',IIXT' TO M11IASU]RI]

DIEPITIt O]: FILE SEARCII 1',

CLUSTE]RIDI) FILESI

This document descrihes a generali:ed model of an

information storag'e and retrieval system and an algorithm

for determining the depth to x.,hich a file must te searched

to overcome indexing and querying noise. To make the rc-

sults of the study, relevant to real information retrieval

systems, the model will be provided with statistical para-

meters taken from actual files.

The general model proposed here is a combination

of two specific models that have been used to describe in-

formation retrieval systems, the Boolean model and the pro-

babilistic model. These two models will be presented in

order to demonstrate the general model.

The Boolean '!odel

In the Boolean model, a file in an information

retrieval system is represented by an n-dimensional space,

in which each dimension represents an index term used in

the file. The total number of index terms used in the

file is therefore m. Let the sequence tl, t 2 , ... ,tM be

an ordering of the ter];is of the file.

A document D)i, stored in the File, is represented

by the vector V'i=(ail a i2) .... ,a i ) where each elce:Ient aii

will have the value one i r Pi is indexed )y tern:" t , and"

zero if not.

l.A



g Sinc a : d ocument iliav be index(,( by) an), subset of

the( 1: te'ITS Or theC MCl, the( documenCltS are poteiitiallv di s-

trihu ted t11lre u~'hmz t all of the 2m M pint s wh i ch rep resent the

corlcrý (f the in1- di :-olns iona 1 unit hvpercubeo

J ~For conaistncvl w ithi previous Work, all the docu-

inents are assumed to U a 1vworthy of retrieval given

oil 1" that the Correct quest oion is asked ; the rc'ý fore , each

documeont vector is norma I i zed to l ength one .

The Probab~ilistic \Iodel

In the probabilistic model, the file is described
by the sane rn-dimensional hyperspace. A document 1). is

represented by the same vector V i, except that each a i now

represents the probab ility' that 1).1 will satisfy a request

containin- the term t .,where OL, 1-- for all Injsjn . It is

ass:e that thecse probabilities are completely known. Assume,

for examrple, thant the probabilities are generated by finding

each term t .that occurs, in the text of D, and assigning

it someI relevance num~ber a n(- I Then, for each of the

other torris t k which do not appear in DI. ,the number a k< I

is cal cul ated both froim. co-occurrence data taken from a
vory lar'e~ sam'rile of text and from previously assigned

values of a~ Under those conditions, the term a ik will

take onl the valuec zero with the same probability that it

talkes onl ain\ othicr real value in the open interval (0,1).

The doctr-on t s i.iJthen be di st r ibuted in the

m-O i as en; I hre r-iace wi th no Fin ite dens i tx of d ocuments

o cctii'irir i! anv mr rc rr si ubsj);co of this space. As before,

thc hen ,thi of eaich document x-ector V. m1ae11 be normalized so

tiia t tl~ N)e( dol, crat\Iusaieonidered to ie dhis tri buted

or 1h1( St Ii I-- fac o C the. p osit i vCe or t h ant ofC the 171-d imIenls ional,

2.A



I

hypersphere (posi tive orthant since the a Is are non-

nogat ive). They will not be even]y distributed on this

surface but will instead cluster close to the border of
each of the subspaces . This results from many terms t

j
having verv small relevance to particular documents

and corresponding a Is being close to zero.

The Combined ,Iodel

"lerging the two models, one obtains the general

model for probabilistically-indexed files. In the com-

bined model the documents are similarly represented by the

normalized vector V. whose terms a. . have values Oa. .jl.1 1J 1J

Based unon this assignment, there is a finite distribution

of documents in each subspace of the m-space. The documents

are distributed on the surface of the n-dimensional hyper-

sphere of each n-dimensional subspace of the m-space.

The algorithm developed measures the amount of

the file that falls within the solid angle b of a query

vector. In making this measurement, the effects of cluster-

ing upon the distribution of documents in the mi-space that

are known to occur when documents are assigned index terms

must be taken into account.

In the general nudel, the clustering effects are

represented by the varying density of documents populating

subsnaces. For the moment, assume that the distribution of

docurents in ench subspace is known from data taken from

an actual file. In order to save computation, we would like

to analyze only a part of the file to obtain results applicable

to the entire file. We might begin by selectinig: one cluster

(that is, a relatively heav'ily- pulOI:ated subsp, ace) and \.orl

within it, i nnorinf, the reomaiddcr of the file. This apl roach

I 3.A
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I
does not ref lect the clus tstering properties, because no matter

what si ,•spacc is chos en there will be a significant popula-

tion of docurcints which cannot be completely described by

I the n index terms of the cluster and yet are relevant to

it. As an exai:,ple of this probhl,; consider a document which

1 has relevant all n ter',s Of the cIlster plus one more.

The results of such an anal-sis determine the

depth to which the cluster must be searched. This depth is

not a usIful result unless the size of the cluster relative

to the entire file can be measured, and unless it is assured

that the document sought will be in the cluster. In general,

this w,'ill not be true. Since, then, the environment of a

cluster must be considered in order to determine the effects

of the cluster, the isolation of an n-dimensional subspace

reoresentation of the cluster in the development of the

model is not sufficient.

It will be more useful to base the calculation on

the set of index terms that result from a query. This set

may be equivalent to some meaningful statistical cluster of

index terms in the data base, it may be a subset of it, or

it irii, be sorowhat different from it.

The Apnroach to the Analysis Problem

The approach taken is to first generate the query

Xector and to concern ourselves with the distribution of

do ca':, as in the fi le imr:,ed iately stur round in g the query vector.

Tlhe di:st i-Pti t on of docu .,int vectors throughout the file is

",,, nexl, and the doculnent density in the subspaces

sul ' ..... : t ole 'Vect or is r-ecorded. The docum0ent

\e ,,5 , I h• -i randor v i ri ables whose distributions are

c,.....i I. . , tat ist ics taken from a real file. No attempt

,. i ii to, isolate or identify the clusters, but the

,1. A



9 distribution from which the documents are generated will

ensure that clustering effects are present.

The procedure is composed of three steps. First,

some statistics showing the actual distribution of index

terms and their interrelations must be obtained for input

to the model. Secondly, after the query vector has been

generated, the fraction of the file specified by that query

vector must be determined. How this fraction of the file

is distributed throughout the subspaces of the space idenl-

tified by the query vector must also be found. Finally,

beginning with the query vector, the fraction of the subfile

encompassed within the solid angle b of the query vector

will be determined as a function of b. This last step of

the work is similar to the existing model ( ref. previous

paper) except that the search will not be limited to one

surface in n-space. Instead the search will be extended

to each of the n surfaces of dimension n-l, then to each

of the n.(n-l)/2 surfaces''of dimension n--2, and so on,

until it encompasses the entire set of all subspaces of the

query vector space.

The three steps are described in detail in the

following paragrarhs.

Step I. We will first consider the size of the

subfile that is implicated by a randomly-chosen query vector,

that is, what portion of the total file would be obtaincd

if every document were retrieved whose set of index terý:'s

had any terni in common with the terrms in the qmury vecter's

set. For small files, the portion ret ieyed is depcnderkt

unon the size of the file: as the size oF the rFile incr;cses,

the total number of index terms increases proportional l.

and the portion of the file represented by a siln!'Ic te",:,

.I
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Sdecrcases. On the other hand, for larger files the total

number of index terms tends to remain constant as the file

size varies. Therefore the statistics used in this model

will be taken from a reasonably large file, and since the

results %%ill be expressed as fractions of total file, they

will be applicable to all large files. It is assumed that

the doct ment distributions, normalized by file size, remain

the same for all large files.

A query vector is composed of n randomly-selected

terms. To determine the size of the subfile implicated by

these n terms the model must contain some indication of the

number of documents in the file that have been indexed by

exactly this combination of n terms, and the number which

have been exactly indexed by each of 2 n subsets of this set

of n terms. This implies that the distribution of documents

throughout every combination of the total number of index

terms in the file, m, must be known. For moderate size

files, m will range from 200 to 1000 terms. The model must

then contain 2200 to 21000 data items, thus making files of

this size far too large to be considered.

An approximation to the total amount of infor-

mation contained in a full description of the document dis-

tributions throughout the total file's m-space can be derived

from the record of the distribution of the documents over

the ind. x ter;:s taken one at a time and two at a time. Th2se

statistics are available from imany reports on information

retrricval systc:5s. It is assumed, then, that the file is

de scr i bed hy a list of m terms giving the absolute pro-

1, lbi litics of the appearance of an index term ti in a docu-

mnTI t ,

Nw :'uc'r of docimcents indexed by tP~ ~ t1 .i )j = '-ro---0 C I I we:,b 1"o1d~ ll~~ t Si

TotAnm rodciret



and by another list of n(m- .1)/2 terms, giving the pro-

bability of co-occurrence of all pairs of index terms,

ti and t. in a document,

Number of documents indexed by t. and ti To t'" -IITiTh 7r of docue:1Cnts

Since these fractions are indications of the fre-

quency of use of the basis vectors of the m-space, in-

dividually and in pairs, thev indicate the directions taken

by document vectors in m-space. The indications of the

length of the document vectors is given by the distribution

of the number of index terms per document in the file. This

discrete probability distribution, called N(x), is obtained

by sampling the number of index terms assigned to documents

in a real file.

Step II. After a random query vector has been

generated, the density of documents falling into the n-

dimensional subspace identified by the n-term query vector

is calculated. This density must include documents whose

total description vector lies outside the query subspace,

but which have some terms in common with the query. Each

such doc(ument is projected into the k-dimensional suispace

of the query space where k is the number of terms thc docu-

ment and query have in common.

The algorithm for generating document vectors is

as follow. s:

(1) A random number x is generated, and the dis-

tribution N(x) is used to determinc the numbe r

of terms T by which the document is doc incid

(2) The list of probaIhilitis Pjt' ) (1..i

7. A
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used as a second distribution to select a

particular index term. Assume term tal

is chosen.
(3) If 'r-i a second index term is needed to de-

scribe t]ie document. The conditional pro-

babilities of selecting term t. given thatJ
t. has been selected can be calculated from1
the list of co-occurrence probabilities:

P(ti/t )=p(t i )/p(ti).

Therefore, the list of probabilities P(ti/t al

is used as a distribution to select a second

index term. Assume term ta 2 is selected as

the second term.

(4) If T>2, a third index term is needed. It

should be selected from the conditional pro-

bability P(t k/tit ); however, this is not

available. It may be approximated by the

geometric mean of the conditional probabilities

P(ti/t a) and P(ti /tb) that are available fron

the co-occurrence probabilities. The list

P(t i/at a )= t i/ta a.(ti/tb)

is used as a di stribution to select the third
to rm .

(5) Fach addi tional index term, up to T, is sclected

by a probabi lity distribution derived from the

co01di ti onIl prob0;bi lit i es 1iven the previously

sc' I(ct Cd terCws . The above approximation is

.,e iw ra i zed. Thus, for the k+lst term:

s.A



(t i /t alt a2, .... tak) --

For a particular query vector, the subspaces of

interest in the index-term-space are identified as follows.

The n terms of the query vector are ordcred; if a particular

subspace has the dimension corrcsponding, to a particular

term, the binary form of its identifying number will have

a one in the position of that index term following the order-

ing of the query vector terms, otherwise it will be zero.

Each subspace as used here does not include any of its

subspaces, thus the set of subspaces partitions the set of

documents.

Each document vector generated according to this

procedure will either fall into one of the 2 n-1 subspaces

of the query vector space (not including the null space) or

it will be projected into one of the 2n subspaces of the

query vector space. Therefore, 2 ncounters, C0 to C 2 n_ 1 will

be maintained and will count the number of documents which

either fall onto or are projected onto the surface of each

of the corresponding subspaces S0 to S 2 nl. The counter

corresponding to the zero-dimension subspace will count

all documents not implicated by the query.

Let D be the total number of documents generated.

C0 of the D documents have no index term in common with the

query, that is, they' fall into the 0-dimcnsion subspacc. The

query then implicates a fraction (11-C0 )//D of the total file.

Each subspace Si of the file will contai61 a dens it"

of documents I)=C./I) relative to the entire file.
1 1

I
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Ste I, I I I In the last step of the procedure,

t' porjtill of the d(ocument space that either falls onto

or is pro()iJ'Cted onto the surface subtended by the solid
1) is cal cul atcd as a function of the angle b.

Let ). be the :anular distance from the query
I •thvector Q to the horder of tile i n-1 space, which is the

n_ n-iSh, SpNace identified I)y thle suhspace nuMber 2 -1-2 Let

1) n=min { 1)12 • bn}

For b<bin , the part of the file encompassed

within an:i1 l b of Q is proportional to the surface area in

the first orthant in n-space subtended by b. We call this

quantity .S(b,n). The total surface area in the first

orthant in n-•pace is S(n). Thus, the measure of the file

encoe:assed within anle b is

S()S(bn) D
S9-( n) 2 -

,here 1)n_lI is the density of documents on the n-space sur-

face.

Nov.-, we will increase the solid angle b beyond

the horder of the closest suhspace. If b k=b min the

closcst subsp'ace will be the subspace with the kt dimension

rissil,". Its identi fying number will be

S1 -2 n-k

few't h', su t tr:ict in: the one ill the kth bit position of the
B i 2 . Io.- ''r i K -l•t i f'\'in K ni mpher•!tF

Let be the pro iction of Q( into S . L Let b

I o.



be the angle from 0a wh ich subtends the same n -1 di mens ionaIl

surface as does the angle 1). Then 1) and )a are related by:

Cos +Cos2ba cos2 b

Thus b = Co Cos ?b - cos 2b1ba cocos k

When 1 is increased beyond tile border of the

ciosest subspace, but not as far as the next-closest border,

the derth of the file encompasse by b also includes the

contribution of the file in n-1 space that is subtended by

the angle ba* This contribution is

S(b an-l)"Da

S(n-1)

Thus
S(b,n) S(b ,n-1)F~)- -D2n_1 Dia

S(n) S(n-1) a

As the angle b is expanded still further, it will

either reach the border of another n-1 space, or else the

angle ba will reach the border of an n-2 space.

For the first case, we identify

b =min(blb 2 ,...,bkl1bk+1,.. . )

and the next subspace is

c= 2 n. -2

For the second case, we measure the angular dis-

tance of Q a to each of the (n-i) n-2 space borders. Leet

h ,ba . b be these angul r distaIncos, includint] anal, 'a- "" an •
arb'.trakrilv large value for bak (wlhiclch noI has no 11 ,eani n.,

iil.A



ill idu I, L~u ,,, hc s ,r~e o rdecri ,,,

.= ib . .. ' ' Then the first

S!- .!! • k. :,,nt rcJ is ilenti Cied bh d=-nl-l- 2 k- 2 Pf - 2 p.

A> ,, h incr1s,, it iust he determined whether

or
Sap

Us in,,', the de fi nit ion of ba, this implies that i F

21) co -h ap - Cos bk ,

th i :i -<t c;! ,e i I I occur first.

l1 teryinin:' the deipth of file for the first case,

let t , th pro iect ion e' • into spice S , and
(- C

1 =Cos -1 ; b2 - cos 2b.

fl :,-;':ass1e v by the an1ce ) will include the con-

tii i, a 1 t hi- sub vice" thus

S(b ,n-l) S(b ,n-1)
l:__ " Da + D + " c1-n_ a SCS(n-l)

!'et 1ii ni1 to the second case, let Qd be the pro-

f. 0 ,into the n-2 space d, and ba be the angle' ' "4 "a d

. .,t i',d in, the s,,me surface area as the angle b10" a
1' d=co' o~ o2b

a ap

: " .t i,,a ot the 'i IC encompllasscd by the ang' e

!; t , n- )

N(n- ')
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and the total file encompassed by the angle b is

S (b,n) S(b + n- 1) S (bad n- 2 )Y (b) =- * 1)n_l + D a+ ad

S(n) S(n-l)

UIlItimately, as angle h is increased suffficiently,

the last term from both of the above expressions for F(b)

will become included in the equation for F(b):

S(b,n) S(b an-1)
F(b)= D2n_l + Da

S(n) S (n-1)

S(bad'n-2) S(bc ,n-l)
+ D+ *DS(n-2) Dd S(n-1) C"

It is obvious that as the angle b is increased

further, more subspaces will be encompassed within angle b,

and F(b) will have even more terms. A general structure is

required which will include the present and future con-

tributions to the file for each subspace. The possibility

of programming the computation of F(b) in a recursive pro-

gram is obvious, since the computation of the contribution

of each subspace of dimension k is the same as that of the

subspace of dimension k+l.

Finally, it is expected that a signilficant result

for the F(b) relation will be obtained long before all the

subspaces of the n-space are included. Therefore, an

approximation to this procedure will be obtained if only

the cases of subspaces of degree n-I and n-2 are considered.

In this case, it is not necessary for the program which

performs the calculRtions to be recursive. All combinations

that may be required for calculations within suhspaccs may

be represented explicitly.

A1 3.A
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